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The Obligation to Exercise Discretion in Warfare: Why Autonomous Weapon Systems are Unlawful

Eliav Lieblich* & Eyal Benvenisti **

Abstract
This Chapter analyzes the current discourse on the legality of autonomous weapons (‘killer robots’) under international law, and seeks to offer a novel prism through which to discuss the challenges that such systems pose; namely, we advance the view that modern warfare is an exercise of executive power by states against individuals and should thus be subject to basic notions of administrative law, chiefly the obligation to exercise proper administrative discretion. When autonomous weapons are deployed, state power is exercised against individuals through a computerized proxy. When the power to make ‘decisions’ that affect basic rights is transferred to computer systems such as autonomous weapons, the duty to exercise proper administrative discretion is compromised. Chiefly, this is because at least in the foreseeable future, such machines would be incapable of exercising ‘true’ administrative discretion. This problem is especially acute when autonomous weapons are deployed in asymmetric settings, where civilians are put at risk, but also, arguably, when deployed against enemy combatants.
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INTRODUCTION
The question of ‘killer robots,’ or autonomous weapon systems (AWS), has garnered much attention in recent discourse. While officials often downplay the prospect of such systems making targeting and other crucial decisions, their own statements reveal the possibility that such capabilities would be developed in the near future.¹ For instance, in late 2012, the US Department of Defense (DoD) imposed a *de facto* moratorium on the development of fully AWS, by emphasizing that weapons ‘shall be designed to allow commanders and operators to exercise appropriate levels of human judgment over the use of force.’² From the mere fact that the DoD felt the need to constrain the development and use of AWS for the time being, in several ways,³ we can learn that the prospect of such weapons is realistic. Indeed, the DoD Directive itself includes a bypass clause in which deviations from its requirements can be approved by high-ranking officials through special procedures.⁴ There is therefore a consensus, among commentators, that the motivation to develop and deploy AWS will overcome these temporary constraints.⁵ This makes the discussion of AWS a timely one.

When discussing the legality and legitimacy of such weapons, the claim that machines should not be making ‘decisions’ to use lethal force during armed conflict is an intuition shared by many. However, the current discussion as to just why this is so is rather unsatisfying. The ongoing discourse on AWS is comprised

---
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of nuanced approaches found between two extremes, arguing against each other roughly along consequentialist and deontological lines. On one side of the spectrum is the approach that if AWS could deliver good results, in terms of the interests protected by international humanitarian law (IHL), there is no reason to ban them. On the contrary: as the argument goes, if we take humanitarian considerations seriously, we should *encourage* the development and use of such weapons. Of course, proponents of this approach envision technological advancements that would actually make such results possible. Found on the other side of the spectrum, are those that claim that even if AWS could, in terms of outcomes, adhere to the basic norms of IHL, their use should still be prohibited, whether on ethical or legal grounds. Usually, those holding this position are also skeptical that technology would *ever* be able to produce such benevolent systems. The discussion, thus, is caught in a loop of utilitarian arguments and deontological retorts. In essence, the current debate on AWS is a manifestation of the circular argument between technological optimists and pessimists found in other contexts.\(^6\)

In this Chapter, we do not attempt to prove any approach within this spectrum ‘wrong.’ We likewise do not aim to propose all-encompassing solutions to the problem of AWS. Rather, we aim to suggest a framework that explains better some of the objections to such weapons. We suggest, therefore, another prism through which the question should be analyzed: one flowing from an *administrative* perception of warfare. In essence, we offer to approach the emerging phenomenon of AWS as an exercise of state power against individuals through a computerized proxy: as such, we suggest analyzing such interactions according to basic notions of administrative law, chiefly the obligation to exercise proper administrative discretion.

This understanding bridges between the administrative (or regulatory) realm, on the one hand, and the realm of warfare, on the other. Although, as we will point out, modern IHL already includes an administrative law aspect in its rules concerning target selection and the need to take ‘constant care’ to spare the

civilian population, that aspect has never been explicitly articulated – and hence the two realms were traditionally viewed as unconnected. As we see it, the administrative law view becomes apparent when discussing the legality of AWS, as it provides the missing link between some objections to AWS, and the question of how sovereigns should act during armed conflict. Specifically, the administrative perception can explain why notions of ‘due process’ or ‘procedural justice’ – which are usually reserved to peacetime relations between a state and its citizenry – can be relevant also to the relations between belligerents (and between them and civilians) during armed conflict, and thus affect the legality of the use of AWS. As we claim, administrative law thinking is not simply another way to argue for the application of international human rights law (IHRL) during armed conflict, although these realms are mutually reinforcing. Rather, administrative law adds to the our understanding of human rights, by its emphasis on the proper process of decision rather than simply on the outcome of the decision making.

Discussing the issue of AWS through the administrative prism can thus assist us to understand better and articulate existing objections to AWS, and can serve as an interpretive or complementing source of principles when analyzing positive IHL and IHRL. Importantly, this approach allows us to assess the issue of AWS even under the assumption that such weapons could, in due time, perform reasonably, in terms of immediate results.

The discussion proceeds as follows. Part I defines autonomy for the sake of our discussion, laying down the distinction between ‘technical’ and ‘substantive’ autonomy. Part II outlines the ‘circular’ debate on AWS, caught between the instrumentalist and deontological discourses. Part III suggests analyzing the problem of AWS through the prism of administrative law, which exposes key problems relating to their use – both in relation to civilians and, perhaps – and here we make a preliminary argument – also to enemy combatants. Namely, we argue that owing to the administrative-legal duty to exercise constant discretion, the final decision to use lethal force must be taken by a human being in real time; and that furthermore, AWS may present a significant problem by diminishing the option of surrender.
I. TECHNICAL VERSUS SUBSTANTIVE AUTONOMY

Before we delve into our analysis, it is needed to define what we mean when referring to autonomous weapons. Indeed, as evident from the recent meeting of the CCW High Contracting Parties on Lethal Autonomous Weapons Systems, any attempt to offer an elaborate definition is slippery, and in any case likely to be highly technical.\(^7\) Since autonomy is a spectrum rather than an absolute term,\(^8\) discussing autonomy without offering a simplified definition is like aiming at a moving target. For the purpose of this work, thus, we offer a simple working distinction between substantive and technical autonomy, and focus on our analysis strictly on the latter.

Substantive autonomy assumes machines with complete ‘sentient’ abilities. If the prospect of such machines was our point of departure, our discussion would quickly cross the lines to a philosophical debate concerning the essential components of humanity. Are sentient machines robots or quasi-humans? If they are, are their grounds to treat them differently in terms of law? We leave such questions to others.\(^9\) Likewise, our analysis is not concerned with ‘Singularity’ scenarios,\(^10\) in which humanity and technology become enmeshed, nor with apocalyptic ‘Terminator’-type debacles where machines become the dominant ‘life form’ on Earth.\(^11\) In this Chapter we are concerned with reasonably foreseeable developments, which assume an interim perception of technical autonomy.\(^12\)

---


\(^8\) See, e.g., ibid. p. 4 (‘[t]he smaller the need for human supervision and intervention, the greater the autonomy of the machine.’).


\(^11\) See generally Kevin Warwick, March of the Machines: the Breakthrough in Artificial Intelligence (University of Illinois Press, 1997).

\(^12\) We are aware that by out-ruling substantive autonomy we too are making a ‘skeptical’ assumption regarding technological developments. However, we do not derive normative conclusions from this skepticism: we simply refer to it as a given, ‘realistic’ scenario.
Technically autonomous weapons, according to a widely accepted definition, are systems that ‘once activated, can select and engage targets without further intervention by a human operator.’13 The system therefore possesses the capability for autonomous choice, in the sense that it is able to take ‘targeting decisions’ with humans ‘out of the loop’;14 however, the definition stops short of assuming the sentiency that constitutes *substantive* autonomy.15 The latter is negated because the human remains in the ‘wider loop’ of the weapons’ actions: humans predetermine its actions – even if not *per se* controlling them – by programming its algorithms.16

Since a technically autonomous machine is incapable of altering its algorithms through a process that could be equated to human learning, we cannot claim that it engages in a true process of discretion: its ‘inner deliberation’ is controlled by determinations made *ex ante* by humans. Risking oversimplification – and ongoing research notwithstanding – it is safe to say that computers are generally unable to engage in ‘thinking about thinking,’ or *metacognition*.17 In general, metacognition comprises a ‘knowledge of cognition,’ which refers to

---

14 AWS Report, ¶27, 39.
15 It should be noted that technically autonomous weapons differ from ‘automated’ or ‘semi-autonomous’ weapons, since the latter still operate under direct control, or at least constant real-time supervision. We set such systems aside since if ‘autonomy’ is limited by the constant oversight of a ‘human in the loop,’ then the weapons do not, at large, raise questions different from those raised by remote controlled weapons such as drones. See P. Asaro, ‘On Banning Autonomous Weapon Systems: Human Rights, Automation, and the Dehumanization of Lethal Decision-Making’, *International Review of the Red Cross*, 94 (2012) 687–709, 690; DoD Directive, Glossary; Schmitt and Thurnher, ‘Out of the Loop’, 234–236. It should be born in mind, however, that a valid question is whether automated or semi-autonomous systems create bias in the sense that the human operator believes these are error-proof. See Danielle Keats Citron, ‘Technological Due Process’, *Washington University Law Review* 85, (2008), 1249–1313, 1254, 1271 (discussing literature that highlights that human supervision over machines is ineffective since they tend to believe that machines are error-proof).
16 AWS Report, ¶39. Autonomous weapons with a human in the ‘wider loop’ may or may not be subject also to a human ‘on the loop’: meaning, a human that can override the robot’s ‘decisions.’ This option was criticized as unrealistic, in the sense that robots make decisions faster than humans, and therefore such ‘supervised autonomy’ would be ineffective. See Autonomous Weapons Report, ¶41. Human Rights Watch, for instance, views systems with humans ‘on the loop’ as fully autonomous. Human Rights Watch, at 2. For this reason, for instance, the DoD requires that any weapons’ system will ‘complete engagement in a timeframe consistent with the commander and operator intentions’ – in order to allow human intervention. DoD Directive, §1(b).
several aspects of knowledge of one’s own cognition or about cognition at large,\textsuperscript{18} and ‘regulation of cognition,’ which refers to how humans control their learning.\textsuperscript{19} For our purposes, we presume that both levels are required in order to exercise human-like discretion, especially in complex circumstances: a capacity that technically autonomous weapons do not possess.

Before moving on, a clarification must be made. One can argue that by focusing on human discretion, we are placing it on an essentialist pedestal: after all, the application, by a computer, of highly developed algorithms could amount, for all practical matters, to an exercise of discretion.\textsuperscript{20} However, since we focus on ‘technical’ autonomy, we exclude scenarios in which AWS actually achieve such human-like capacities, and thus refrain from judging them. Nonetheless, the critique from essentialism can be augmented by a determinist outlook – arguing that human discretion too is pre-bound, since there is no such thing is human free action.\textsuperscript{21} Regarding this claim, we simply presume that imputation of responsibility to human beings is possible\textsuperscript{22} – if only because its negation results in ruling out the mere possibility of normative judgment, and thus of law, to begin with.\textsuperscript{23}

Thus, our focus on technical autonomy, combined with the realization that such autonomy excludes the exercise of discretion, has both a methodological and normative importance. Methodologically, it allows us to shift the discussion from the metaphysics of substantive autonomy to the more earthly issue of the process of decision-making. Normatively, as we shall see, it has ramifications when considering the use of AWS under notions of administrative law: this is because

\textsuperscript{19} Ibid.
the rigid structuring of decision-making, through programming, is comparable to the ‘pre-binding’ of administrative discretion.

II. THE CIRCULAR DEBATE ON AUTONOMOUS WEAPON SYSTEMS

As aforementioned, the contemporary discussion of AWS is a classic debate between consequentialists (or instrumentalists) and deontologists, between technological optimists and pessimists. Our discussion is at once wider and narrower than both lines of argument. It is wider since it places the challenges emanating from AWS as part of the general phenomenon of exercise of state power in relation to the individual. It is narrower in the sense that it proposes to view the problem from an administrative-discretion point of view, which avoids the key pitfalls of the instrumental argument and the inconveniences of the deontological approach. Before proceeding, we briefly demonstrate the circular nature of the current debate.

A. The Instrumentalist Discourse

The instrumentalist debate regarding AWS is generally focused on their direct results in relation to the protection of individuals; on the problem of assigning responsibility for their ‘decisions’ ex post; and on their potential to diminish restraints on the resort to force by lowering the price of warfare in terms of human lives.24 While the issues of responsibility and jus ad bellum are of much significance, we focus here on the more primordial issue of protection of victims of war.

The instrumental discourse is essentially an argument about optimistic or pessimistic perceptions of technology, coupled with optimistic or pessimistic perceptions of human nature. At the heart of the pessimist objections is deep skepticism regarding the ability of computers to ever achieve a level of sophistication required to apply the complex legal standards prevalent in modern

24 For a useful summary of such objections see generally Autonomous Weapons Report.
IHL. While some concede – although this in itself doubtful – that AWS might sufficiently distinguish between civilians, combatants, and persons hors de combat during ‘traditional’ armed conflicts, virtually all pessimists argue that it is impossible to imagine a system capable of achieving good results when applying vaguer norms.

If placing the pessimistic approach in jurisprudential terms, the claim is that while it is possible to envision computers applying rules, it is hard-pressed to imagine them applying standards, which per se do not aim to predict the right legal outcome in any given situation. The distinction between rules and standards is helpful, as it allows us to explain better common intuitions as to why some computerized processes seem acceptable while others seem objectionable – even in the context of ‘life and death’ decisions. For this reason, for instance, most people do not find it especially problematic that computers are delegated the power to calculate artillery trajectories – which essentially amounts to applying a set of rules derived from geography and weather combined with safety-parameter rules; while it seems harder to accept computers making decision regarding direct participation in hostilities or jus in bello proportionality, precisely because such decisions are evaluated in light of legal standards rather than rules. This is especially true regarding proportionality, which essentially requires an ethical decision between the value of a military advantage and the expected civilian harm. It has been labeled a profoundly human qualitative

decision, not least because it is judged in terms of ‘common sense’ and the ‘reasonable military commander,’ which are classic legal standards that seem incompatible with technical autonomy. Naturally, these problems are exasperated in the ‘fog of war,’ where unforeseen factual combinations can fall outside the pre-programmed ‘design parameters’ of AWS, and the latter – lacking human ‘common sense’ – will be unable to adapt. The pessimism regarding technology is usually accompanied with pessimism regarding programmers: even if complex ethical and legal standards could be embedded in computer software, they are likely to be distorted by programmers, at best because they are not themselves knowledgeable in the intricacies of the field.

While we sympathize with these concerns, the problem with the instrumental objections to AWS is that they can always be countered, at least analytically, by resort to optimistic hypotheticals regarding future technologies. Such arguments assume that the development of artificial intelligence capable of delivering good results is possible, likely or even inevitable. Not only is this development possible – but it could also be, as the arguments go, a positive one. Indeed, like the instrumental objections to AWS, the optimists also rely on

---

31 Sharkey, Evitability, at 789 –790; Asaro, ‘On Banning Autonomous Weapon Systems’, at 700 (‘applying IHL requires multiple levels of interpretation in order to be effective in a given situation’).
34 Keats Citron, ‘Technological Due Process’, 1261.
35 See, e.g., K. and M. Waxman, ‘Law and Ethics for Robot Soldiers’, Policy Review 176 (2012), http://www.hoover.org/publications/policy-review/article/135336 (suggesting that even though it is debatable whether AWS could ever be advanced enough to satisfy the ethical and legal principles of distinction and proportionality, the possibility should not be ruled out when discussing the normative approach towards autonomous weapons); Schmitt and Thurnher, ‘Out of the Loop’, 239–240, 262; see also R.C. Arkin, Governing Lethal Behavior in Autonomous Robots (CRC Press, 2009), pp. 65 –66 (suggesting the theoretical possibility that the most complex standards of IHL – and even utilitarian or Kantian ethics – can be applied by artificial intelligence software through the employment of what he calls an ‘ethical governor.’); J.O. McGinnis, ‘Accelerating AI’, Northwestern University Law Review, 104 (2010), 1253 –1269, 1256 –1260; compare Asaro, ‘On Banning Autonomous Weapon Systems’, 699 (‘The empirical question is whether a computer, machine, or automated process could make each of these decisions of life and death and achieve some performance that is deemed acceptable. But the moral question is whether a computer, machine or automated process ought to make these decisions of life and death at all. Unless we can prove in principle that a machine should not make such decisions, we are left to wonder if or when some clever programmers might be able to devise a computer system that can do these things’).
consequentialist reasoning, focusing on the possible \textit{results} of the deployment of AWS.

Thus, instrumental supporters of AWS point out the fact that if done right, autonomous technology will be much better than humans in alleviating death and suffering at war.\textsuperscript{36} Indeed, excluding human beings from the battle ground will diminish the need for ‘force protection,’ which might in turn lower collateral damage inflicted on civilians.\textsuperscript{37} In any case, the circular debate goes on and on. Confronting the optimistic assumptions regarding future technology, pessimists claim that relying on technological hypotheticals, should not inform our normative debate today.\textsuperscript{38}

On the legal level, Schmitt and Thurnher offer a robust instrumental defense of AWS, arguing that there is nothing \textit{per se} unlawful in the process of autonomous targeting, assuming that their deployment and results correspond with IHL. As they claim, it is possible to envision algorithms that apply the principle of distinction, and are flexible enough to reasonably perform complex proportionality calculations.\textsuperscript{39} Emphasizing outcomes, they remind us that humans, too, are less than perfect in applying IHL’s difficult standards.\textsuperscript{40}

However, they too concede that in the near future there is no choice but leaving the ‘proportionality decision’ – and other complex determinations – to humans. This human involvement, however, can be manifested in the mere decision to deploy the system in specific circumstances.\textsuperscript{41} Indeed, much of Schmitt and Thurnher’s reasoning shifts back the point of assessment to the decision to deploy the weapon.\textsuperscript{42} Needless to say, this claim assumes that the

\textsuperscript{37} \textit{Ibid.}, 1266.
\textsuperscript{39} Schmitt and Thurnher, ‘Out of the Loop’, 243–250 (arguing, \textit{inter alia}, that an autonomous weapon system is only unlawful \textit{per se} if there are no circumstances in which it can be used discriminatingly); 250 –257 (discussing the prospects of autonomous systems capable of adhering to the principles of distinction and proportionality); 262–265 (discussing cases of doubt).
\textsuperscript{40} \textit{Ibid.}, 257.
\textsuperscript{41} \textit{Ibid.}, 257, 267.
\textsuperscript{42} For instance, if a weapon that cannot distinguish between combatants and civilians is deployed in a mixed environment, the deploying commander could commit the crime of indiscriminate attack. \textit{Ibid.}, 278.
deploying officer can fully anticipate the system’s actions, which is in itself a debatable contention.43

In our eyes, the discussion of AWS should neither be guided by optimistic prophecies regarding the immediate results that can be achieved by new technologies, nor by unrelenting pessimism: indeed, some humility is called for when attempting to predict future technologies.44 Therefore, a substantive discussion of AWS must transcend the circular and speculative discourse regarding their ability to deliver end results.45

The instrumental arguments concerning AWS talk beyond each other not only with regard to future technology, but also concerning the putative effects of ‘human nature’ on battlefield outcomes. Interestingly, instrumentalists that support AWS are as pessimistic regarding human conduct as they are optimistic about technology’s power; while those that are pessimistic regarding technology romanticize human behavior on the battlefield. Thus, the optimists claim that humanity will be better off with AWS, since the latter would be immune to negative aspects of the human psyche such as tendency for revenge, prejudice or sadism,46 as well as to natural fear and panic that can result in material risk to civilians.47 As phrased by McGinnis, it is ‘mistaken’ to assume that artificial intelligence would ‘worsen, rather than temper, human malevolence.’48 However, pessimists are quick to retort that the elimination of the human factor from the field does not only neutralize adverse human traits, but also positive ones such as common sense or compassion, which might allow humans to act mercifully even

43 Some argue that due to the sheer complexity of modern computing ‘no individual can predict the effect of a given command with absolute uncertainty.’ See P. Lin et al, ‘Autonomous Military Robotics’ Report Prepared for the US Department of Navy, Office of Naval Research (2008), ¶6 (also stating that the notion that robot behavior is fully predictable as ‘a common misconception’). Thus, their acts can become unpredictable in chaotic situations such as armed conflicts. See Autonomous Weapons Report, ¶42.


46 AWS Report, ¶54

47 Ibid., ¶70.

when they could lawfully kill.\textsuperscript{49} Paradoxically, both pessimists and optimists disregard the fact that human nature – whether good or bad – is also behind the development of technology itself, which can therefore (potentially) either reflect humanity’s benevolence or its malevolence.

It becomes clear that as always, assumptions about human nature are mutually-offsetting and are likely to remain inconclusive,\textsuperscript{50} and thus cannot carry the debate forward. Thus, any attempt to decide whether the elimination of negative human traits from the battlefield is instrumentally positive, in terms of immediate results, is speculative and prone to arbitrariness.

\section*{B. The Deontological Discourse}

The second level of the debate on AWS is concerned with deontological ethics. Arguments of this order posit that even if AWS could overcome the instrumental concerns discussed above – a possibility concerning which deontologists are of course pessimistic – and could therefore, in terms of results, perform well in relation to the values that IHL sets out to protect – there is still something inherently wrong in subjecting humans to machine-made ‘decisions’ to use lethal force.

At large, the deontological arguments are variations of two basic claims. The first has to do with the nature of war, and specifically the expectation that it would involve some element of mutual risk: as the argument goes, in order to distinguish it from one-sided killing, war must involve some measure of self-risk.\textsuperscript{51} According to this view, killing in war is not immoral, if war is understood as a series of individual self-defense actions undertaken by combatants against

\textsuperscript{49} Human Rights Watch, ‘Losing Humanity’, 37–39


\textsuperscript{51} AWS, ¶60.
each other.\(^{52}\) Killing through AWS is therefore unjustified unilateral killing.\(^{53}\) However, this objection does not capture the salient dilemma of AWS: this is because it could equally apply also to other methods and tactics of warfare such as drones, cruise missiles and high-altitude bombing – and in the past, to crossbows, rifles, and artillery.\(^{54}\) However, nobody seriously suggests, nowadays, a complete, deontological ban on the latter. This must mean that there is something additionally vexing in the concept of AWS.

The second type of deontological arguments concern the nature of the mechanized decision-maker on the one hand, and the human dignity of potential victims on the other. Arguments of this order point out the distance that AWS create between human beings and the consequences of their actions. As phrased by Special Rapporteur Christof Heyns, AWS create a ‘new dimension’ in this distance: not only will humans be removed physically from the battlefield – as drones already allow – but they also become detached mentally from decisions to kill.\(^{55}\) Precisely because of this reason, for instance, the International Committee for Robot Arms Control (ICRAC) asserts that ‘machines should not be allowed to make the decision to kill people.’\(^{56}\)

From the outset, it is worthwhile to recall that as always, deontologists are placed in an awkward position when confronted by extreme hypotheticals. Again, instrumentalists are likely to point out that if the ultimate objective of law in armed conflict is to protect civilians, and assuming that AWS could be actually better than humans in doing so, the deontologist has three main (and unattractive) escapes: either to deny the plausibility of the hypothetical; or to withdraw, in some form, from her absolute position (threshold deontologism); or – and in our context, it is indeed a fitting phrase – to ‘bite the bullet’ and accept that greater

---


\(^{53}\) It should be noted that such arguments can have an instrumental version as well: Kahn, for instance, argues that the immorality of riskless warfare will ultimately increase the adversaries’ attacks against the civilian population, for lack of other options. See Kahn, ‘The Paradox’, 2, 6.

\(^{54}\) It was in this context that the argument was initially made. See, e.g., *ibid*.

\(^{55}\) AWS Report, ¶¶26–27.

\(^{56}\) Mission Statement of the International Committee for Robot Arms Control (2009), http://icrac.net/statements/.
loss of life is preferable to lesser loss of life, only because a machine is involved in the process.57

The argumentation of Peter Asaro, a founding member of ICRAC, represents a sophisticated deontological position, based on considerations emanating from IHL and supplemented from ethics. Asaro’s basic claim revolves around the principle that ‘the authority to decide to initiate the use of lethal force cannot be legitimately delegated to an automated process.’58 He grounds these notions on positive IHL, claiming that the latter ‘explicitly requires combatants to reflexively consider the implications of their actions, and to apply compassion and judgement in an explicit appeal to their humanity.’59 As he argues, what matters under IHL – for instance, in the context of proportionality – is not necessarily the ‘specific calculation’ but rather the ultimate ‘deliberate consideration’ undertaken by humans before using lethal force.60 Asaro thus asserts that ‘justice cannot be automated:’ when computer processes replace human agents, due process is fundamentally compromised, as human judgment is constitutive of any system of justice.61

This reasoning brings us closer to a satisfying discussion of the dilemma of AWS, as it alludes to an understanding of warfare as an executive action. However, it still requires us to make a broader theoretical claim about the relations between warfare and public law. Absent such a claim, it is unclear to what extent IHL alone would require such a ‘residual’ possibility of human discretion, assuming an autonomous system that otherwise delivers reasonable results. Namely, Asaro’s approach does not provide a sufficient theoretical link between the norms regulating armed conflict – in which hostilities are conducted against an adversary, and concepts of procedural justice or fairness such as ‘due process’ usually reserved to domestic law. In short, arguments of this order tell us

59 Ibid., 700.
60 Ibid.
61 Ibid., 700–701. This is because according to Asaro, the essence of due process is ‘the right to question the rules and appropriateness of their application in a given circumstance, and to make an appeal to informed human rationality and understanding.’ Ibid., 700.
why AWS might jeopardize concepts of procedural justice such as due process; but they do not tell us why these are relevant, as such, in situations of warfare.

In sum, as we have demonstrated above, neither the instrumental, nor the deontological discourses – in their various forms – are entirely satisfying. In the next Part, we attempt to offer a third prism through which to analyze the complex question of AWS. In particular, this prism can serve as a theoretical bridge between warfare and administrative concepts of justice and due process.

III. REFRAMING THE DEBATE: WARFARE AS AN EXERCISE OF ADMINISTRATIVE POWER

A. War as Governance: Warfare as an Exercise of Administrative Power

As mentioned above, some of the deontological arguments about AWS refer to ideas of procedural justice and due process. However, their shortcoming lies precisely in that they fail to demonstrate how, or to what extent, this framework is relevant to the law regulating wars. In order to argue that notions such as due process apply during war, we thus have to also make an argument about war itself. As we argue, war under contemporary international law must be understood as a form of governance\(^62\) – a fact that spawns, as we demonstrate, administrative-legal obligations.

Justice and due process seem foreign to the traditional idea of war. Indeed, in the past, the laws of war were quite explicit in their obliviousness to these as we understand them in domestic law.\(^63\) For instance, the 1863 Lieber Code bluntly stated that ‘[t]he citizen or native of a hostile country is thus an enemy, as one of the constituents of the hostile state or nation, and as such is subjected to the


\(^{63}\) We set aside the idea that war itself is a form of ‘punishment’ – and thus of justice-making – found in early just war thought. See D. Luban, ‘War as Punishment’, *Philosophy and Public Affairs*, 39 (2012) 299 –330.
hardships of the war.\textsuperscript{64} Binding individuals together as a political collective, essentially holding them liable for state-action, negates their individual agency; this is hardly an example of justice or due process as the terms are regularly understood. Indeed, war was not about justice, as it was generally perceived as ‘a contention between States for the purpose of overpowering each other,’ in which each party was entitled to defend its own interests aggressively while weakening the adversary.\textsuperscript{65} Even nowadays, the difference between justice-making and war-fighting is a key difference between understandings of the law enforcement paradigm versus that of hostilities.\textsuperscript{66} Thus, absent significant theoretical expansion, IHL is not commonly understood as a ‘system of justice,’ as implied by Asaro,\textsuperscript{67} but rather a system aiming to minimize harm in a given, inherently unjust situation, where in any event, military necessity remains the prime consideration.\textsuperscript{68} Naturally, the divergence between war, justice and due process is most acute where conflicts are international or transnational, in which a ‘social contract’ between the warring parties cannot be assumed. Nonetheless, even in cases of civil wars, it could be argued that in some cases, the social contract is at least temporarily broken, thereby modifying the normal relations within the state in a manner that affects the regular application of the principles of due process.

The traditional view of war, thus, usually entailed at least some assumption of collectivity: war was a ‘horizontal’ confrontation between collectives, in which the ‘enemy’ comprised both the state apparatus and

\textsuperscript{64} General Orders No. 100: Instructions for the Government of the Armies of the United States in the Field (The Lieber Code), art. 21. It should be noted that this view was primarily dominant in Anglo-American thought. See L. Oppenheim, \textit{International Law}, 2nd edn, Vol. 2, (Longman’s, Green and Co., 1912) $\S$57.

\textsuperscript{65} \textit{Ibid.}, $\S$58 (‘As war is a struggle for existence between States, no amount of individual suffering and misery can be regarded; the national existence and independence of the struggling State is a higher consideration than any individual well-being.’)


\textsuperscript{68} As understood by the mainstream of writers, IHL is ‘intended to minimize human suffering without undermining the effectiveness of military operations.’ Y. Dinstein, \textit{The Conduct of Hostilities Under the Law of International Armed Conflicts}, (Cambridge University Press, 2004), p. 17.
citizenry. According to the concept of war as a conflict between states, it was possible to dismiss offhand any special obligations between a state and the enemy’s citizens. Each state was responsible, beyond certain minimal obligations, only to safeguard the rights and interests of its own citizens against the belligerent actions of the other. War thus envisioned a ‘vertical’ system of exclusive protection between sovereign and citizenry. These vertical obligations were only transferred from one sovereign (e.g. the defender) to another (e.g. the attacker) when the latter occupied its territory. It is easy to see why, when holding this view of war, claims that AWS violate due process can be shrugged as out of touch.

This perception of war was perhaps sustainable in an age dominated by conflicts between functioning states. Nowadays, conversely, most wars are fought between states and non-state actors, and armed violence is limited neither spatially nor temporally. In many cases – and virtually in all instances where AWS are likely to be deployed – armed force will be used by advanced militaries against non-state actors, in failing states or territories.

In such conflicts, the absence of functioning sovereigns where hostilities are conducted results in a gap in civilian protection. This gap is a product of three main characteristics of asymmetric conflicts. First, in many cases, such conflicts involve significant intermingling between militants and civilians, which naturally increases civilian harm. This intermingling is caused both by deliberate failure, in many cases, of armed groups to distinguish themselves from the civilian population, and also since guerilla tactics, almost always, involve at least some

69 See Janina Dill, ‘Should International Law Ensure the Moral Acceptability of War’, *Leiden Journal of International Law*, 26 (2013), 253–270, 259. However, it should be noted that the collective view of war was already challenged by Rousseau. See J. Rousseau, *The Social Contract*, (1762), Book 1, Ch. IV. Rousseau’s view about war became dominant in Continental Europe during the 19th century, but was not influential in British and American thought. In any case, as noted by Oppenheim – who unequivocally supported the collective view – this dispute did not have substantial legal consequences in international law. Oppenheim, *International Law*, §57.

70 See, e.g., W. Hays Parks, ‘Air War and the Law of War’, *Air Force Law Review*, 32 (1990), 1–225, 21 (noting that traditionally, ‘collateral civilian casualties … were not regarded as the responsibility of an attacker, as the ability to limit such casualties lay more with the defender or, for that matter, with the civilian population itself.’).


concealment that puts civilians at risks. Second, in many cases, armed groups are unaccountable, whether normatively, because of shortcomings of the legal regime; whether in practice, due to lack of motivation to comply; or because of absence of pressure from constituencies, as such actors are not susceptible to political pressure as sovereigns in functioning states are. When armed groups are unaccountable, significant risk can be transferred to civilians under their control. Third, in asymmetric conflicts, the traditional concept of ‘victory’ is virtually non-existent. In such scenarios states might rephrase the notion of victory in ambiguous terms. One possibility is to discuss victory in terms of winning the sympathy of the local population, and therefore seek to reduce civilian harm. However, the opposite process is just as plausible: states engaged in what they perceive as a zero-sum conflict might do just the opposite, and adopt ‘deterrence’ as their main objective, making indirect use of incidental harm to civilians to further that purpose. In sum, since in most situations of non-international armed conflicts individuals lack any substantial effective institutional protection, a protection gap emerges; if humanitarian considerations are to be taken seriously,
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74 See generally Lisbeth Zegveld, Accountability of Armed Opposition Groups in International Law, (Cambridge University Press, 2002).


78 Compare Giora Eiland, ‘The Third Lebanon War: Target Lebanon’, INSS Strategic Assessment 11, no. 2 (2008). Of course, deterrence is a vague and speculative advantage. In essence, it can serve to justify almost any harm, and thus cannot comport with legitimate military goals both under jus ad bellum and jus in bello. The law on the use of force, as generally understood, restricts self-defense to what is necessary to counter a specific threat. See Tom Ruys, ‘Armed Attack’ and Article 51 of the UN Charter: Evolutions in Customary Law and Practice, (Cambridge University Press, 2010), p. 94; IHL defines military necessity narrowly, as comprising only as the need to ‘weaken the military forces of the enemy.’ Declaration Renouncing the Use, in Time of War, of Explosive Projectiles Under 400 Grammes Weight, St. Petersb, 1868. In the same vein, military advantage that can be measured in relation to incidental civilian harm must be ‘concrete and direct.’ Protocol Additional to the Geneva Conventions of 12 August 1949, and relating to the Protection of Victims of International Armed Conflicts (Protocol I), 8 June 1977, Art. 51(5)(b) (hereinafter API).
this gap must result in some ‘diagonal’ responsibilities of protection between the potentially affected individuals and the attacker who is in a position to decide their fate.  

The above analysis suggests that we must view modern warfare as a form of exercise of state power vis-à-vis individuals, rather than a horizontal engagement between sovereigns. It therefore becomes possible to understand it as closer to the exercise of administrative, executive action than to traditional war.  

Once it is perceived this way, warfare should be subjected to widely accepted notions of accountability and responsiveness that are reflected in domestic administrative law that governs executive decision-making. Of course, administrative power (and its scrutiny) is responsive to circumstances. When we suggest that battlefield decisions can be analyzed as executive actions we do not imply that the full spectrum of administrative law applies to each targeting decision. What we refer to are basic principles.

Granted, traditionally, administrative duties during warfare were triggered only once a territory was occupied. However, it is important to stress that ultimately, the ‘active agent’ generating such obligations is control rather than this or that legal status. Indeed, in recent years, the concept of control has been significantly broadened to include numerous situations in which state agents affect
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79 See generally Eyal Benvenisti, ‘Rethinking the Divide between Jus ad Bellum and Jus in Bello in Warfare Against Nonstate Actors’, *Yale Journal of International Law*, 34 (2009), 541–548. When discussing AWS in terms of executive action, it becomes clearly revealed that questions relating to computerized decision-making extend well beyond the issue of targeting. For instance, during occupation, but also in the ‘invasion’ stage, autonomous weapons can be utilized for all kinds of measures of control, some bordering law enforcement activities. Theoretically, they can be used for curfew enforcement, for dispersing demonstrations, population control or to destroy property. These possibilities are worthy of further exploration, but are beyond the scope of this paper. For AWS in law enforcement see Christof Heyns, ‘Human Rights and the Use of Increasingly Autonomous Weapons Systems During Law Enforcement’ (forthcoming).

80 Compare Kingsbury et al, ‘The Emergence of Global Administrative Law’, 17 (asserting and explaining that nowadays ‘much of global governance can be understood and analyzed administrative action.’).


82 See Hague Regulations, Arts. 42–43.
individuals even when control over territory is not complete.\(^83\) States have been expected to act as benevolent administrators even without boots on the ground, at least in relation to the functions they control vis-à-vis the civilian population.\(^84\) In our context, when making a targeting decision, a state agent is making a life and death decision regarding an individual. As such, the process of targeting represents a form of control \emph{par excellence}, even if not always accepted as such in positive international law concerning accumulation of jurisdiction.\(^85\)

However, we do not have to adopt a radical perception of control in order to ground the existence of administrative-like duties during warfare. This is since complementing the expanding notion of control is an evolving perception of sovereignty itself. As we suggest, this transformation is from a view of sovereignty as a ‘trusteeship’ of certain body-politic, to trusteeship of \emph{humanity} at large. The concept of sovereignty as trusteeship of humanity, its justifications – as well as its possible critiques – were expounded elsewhere.\(^86\) Here we shall only outline its basic (and relevant) aspects.

The gist of this approach is that states should bear a residual obligation to take other-regarding considerations in their decision-making processes; and that in fact, this idea is increasingly reflected in international law.\(^87\) The appeal of this approach lies in ever-growing interdependence. This interdependence means that sovereigns’ decisions concerning development, natural resources or – in fact – any type of regulation, no longer affect only the polity of the territorial state, but also lives of individuals in other states: power and its effects are no longer aligned.\(^88\) Put simply, the perception of sovereignty as a global trust rests upon the notion

---


\(^85\) See Bankovic \emph{v.} Belgium, App. No. 52207/99, ECtHR (Decision, 12 December 2001), ¶¶62–82.


\(^87\) Benvenisti, ‘Sovereigns as Trustees’, 297.

\(^88\) \emph{Ibid.}, 298.
that those who exercise power bear responsibility, even if the results affect those found beyond borders. It is, in its essence, a corollary of the idea of the *equal moral worth* of all, but also can be justified on perceptions of global welfare and justice.\(^{89}\)

However, from considerations both normative as well as practical, global trusteeship does not call for the eradication of the state in favor of a cosmopolitan utopia of world-federation, nor does it require that states relinquish their self-interest altogether. It merely recognizes a pragmatic administrative-legal notion, according to which a sovereign’s decision-making process must take effects over others seriously.\(^{90}\) Importantly, since this responsibility is inherent in the concept of sovereignty, it applies to *every* exercise of sovereign power, independent of specific treaty obligations.\(^{91}\) Thus, global trusteeship spawns several minimal obligations which are firmly rooted in traditional notions of administrative law. Relevant to our context are the obligation to take others’ interests into account (including human dignity), which implies a duty to exercise discretion when sovereign actions bear cross-border effects.\(^{92}\)

Thus, the mere fact that a certain armed conflict crosses national borders does not, in itself, negate diagonal-administrative responsibilities, even when traditional effective control is absent. How could this understanding affect the debate on AWS? The answer lies in applying the principle of equal moral worth. In this context, Margalit and Walzer offer a helpful argument. Using an illuminating thought-exercise, they argue that when armed forces operate, they must assume the same level of risk – when choosing means and methods of warfare – whether operating in the vicinity of the enemy’s civilians or among their own.\(^{93}\) We do not claim that states cannot prefer their own civilians across the board. As David Luban convincingly notes, the issue is not whether states can


\(^{90}\) *Ibid.*, 300–301.

\(^{91}\) *Ibid.*, 300.

\(^{92}\) Benvenisti, ‘Sovereigns as Trustees’, 313–325.

\(^{93}\) A. Margalit and M. Walzer, ‘Israel: Civilians & Combatants’, *NY Review of Books* (14 May, 2009). In their example, a state’s village is taken by the enemy. Will the state be morally justified to act differently, in terms of the risk undertaken by its forces and the resulting collateral damage to civilians, according to the citizenship of the persons within that village? Their conclusion is a firm no. Compare Asa Kasher & Amos Yadlin, *Military Ethics of Fighting Terror: an Israeli Perspective* 43 J. MIL. ETHICS 3 (2005).
require soldiers to take ‘heroic risks’ in order to save their ‘own’ civilians (they can), but rather that a state cannot treat ‘enemy’ civilians beneath minimum acceptable standards, in a manner that it would never treat its own. The delineation of these minimum standards cannot be exhausted here. A possible cut-off point, suggested by Luban, refers to the identity of the risk creator: states have to treat ‘enemy’ civilians as their own, in terms of alleviating risk, at least when the risk is created by the state’s own violence – for instance, when a targeting decision is made. In other words, as Luban stresses, while it is possible to defend the claim that a state is only obliged to defend its own citizens – but not others – against threats by an external enemy, when the risk is created by its own actions (and to the extent that this is the case, we should add), the state must give the lives of the endangered civilians on the other side the same weight that it would give its own. If we apply Margalit, Walzer and Luban’s logic to the question of AWS, we may ask states that consider deploying such weapons, whether they would be willing to use them in situations where their citizenry could be affected by ‘decisions’ made by such systems.

It seems that some states have already answered this question negatively, albeit in an implied manner, by imposing limitations on the computerization of executive decision-making. For instance, Article 15 of EU Directive 95/46/EC, enshrines the right of every person ‘not to be subject to a decision which produces legal effects concerning him … which is based solely on automated processing of data … ’. The Article’s key rationale is to limit predetermined decision-making, which, as we shall see, is a key problem emanating from AWS. Granted, Article 15 allows automated processes if they are ‘authorized by law which also lays

95 Luban, ‘Risk Taking’ 32 –33 (‘Of course the soldier’s job exists to protect co-civilians, not foreign civilians, against their enemies… But it would completely beg the question to assert that the soldier’s obligation to protect civilians against the soldier’s own violence runs only to fellow citizens’); but see I. Porat and Z. Bohrer, ‘Preferring One’s Own Civilians: May Soldiers Endanger Enemy Civilians More than They Would Endanger Their State’s Civilians?’, George Washington International Law Review (Forthcoming, 2014). We set aside the discussion whether it could be said, in any context, that the “risk” is created, in the true sense, by the attacking party.
97 Ibid., Arts. 3–6
down measures to safeguard the data subject’s legitimate interests. However, in order not to render the Article meaningless, this would imply at least some form of appeal, to ensure that the final decision is not computerized. In the jargon of AWS, this would require maintaining a ‘human in the loop’ before making irreversible decisions. Admittedly, in recent years, ‘automated decision-making systems’ have gained some ground in the US, but these are used to apply rules rather than standards, and in any case are not involved in life and death decisions. Indeed, if states limit computerized decisions with regard to their own citizens – and in matters far less acute than life and death in the battlefield – it is questionable whether it would be legitimate to subject others to such decisions. The potential effect of an administrative perception of warfare over the question of AWS is clear: it means that AWS would be subject to additional, residual constraints, even if such weapons would perform reasonably, in terms of immediate results, under IHL.

It should be noted, that in actuality – and although not phrased as such – basic notions of administrative law are not entirely foreign to modern, positive IHL. For instance, the requirement to take ‘constant care’ in the conduct of military operations, is reminiscent of the traditional administrative-law notion of the duty to exercise discretion when making decisions, upon which we elaborated shortly. The duty to give effective warning ‘unless circumstances do not permit,’ or the obligation to direct an attack against the least dangerous target, in terms of civilian harm, when the attack of several military objectives would spawn the same military advantage, also requires active, administrative-like discretion. The rights of internees to elect representatives to treat with the detaining power, are not unlike well recognized administrative obligations of due process and fair-hearing. The gradual elimination of belligerent reprisals
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98 Ibid., Art. 15(2)(b).
99 Keats Citron, ‘Technological Due Process’, 1265 (exemplifying automatic administrative systems that allow for appeals).
100 Ibid. 1252, 1263 (providing examples for such decision-making systems in the US).
101 AIP, Art. 57(1).
102 Ibid., Art. 57(2)(c).
103 Ibid., Art. 57(3).
104 Convention (IV) Relative to the Protection of Civilian Persons in Time of War, Geneva, 12 August 1949, Art. 102.
against persons hors de combat, demonstrates, too, a shift from a perception of warfare as a series of reciprocal blows between black-boxed sovereigns, into a more complex phenomenon, in which some diagonal responsibility is established between sovereigns and the adversary’s civilians.

The same administrative law approach can be derived from IHRL, which is also considered applicable during armed conflict and – in some cases, extraterritorially. IHRL requires that the limitation or deprivation of rights, including the right to life, be subject to due process in the course of limiting those rights. As the ECtHR asserted, ‘the decision-making process leading to measures of interference must be fair and such as to afford due respect to the interests of the individual.’ And the British House of Lords, in interpretation the requirement under the ECHR that limitations on rights be ‘in accordance with the law’ equated ‘arbitrariness’ with compliance with the rule of law by public officials. Whereas in McCann v. UK, the ECtHR emphasized the ex-post duty to conduct an effective investigation when individuals had been killed as a result of the use of force by state agents, as derived from the duty to protect the right to life, there is little doubt that the ex-ante duty to exercise discretion diligently and thoroughly also flows from the same obligation. The administrative law perception of warfare can thus provide the additional conceptual framework for understanding what constitutes ‘arbitrary’ deprivation of life during armed

109 R (on the application of Gillan (FC) and another (FC)) v Commissioner of Police for the Metropolis and another, [2006] UKHL 12, ¶ 34. See also Gillan & Quinton v. U.K., Appl. No. 4158/05, ¶¶ 76–77 (2010) (“well established case-law [indicates that] the words ‘in accordance with the law’ require the impugned measure both to have some basis in domestic law and to be compatible with the rule of law.” This means that “legal discretion granted to the executive [cannot] be expressed in terms of an unfettered power. Consequently, the law must indicate with sufficient clarity the scope of any such discretion conferred on the competent authorities and the manner of its exercise”).
111 Ibid., ¶ 161. The right to life under IHRL is enshrined, for instance, in Art. 6(1) of the International Covenant on Civil and Political Rights, 16 December 1966.
conflict. At large, the administrative law point of view can reveal that exercise of proper administrative discretion is indeed a *precondition* for the application of human rights standards, considering that the latter are almost always vague and balanced versus other rights and interests.\textsuperscript{112}

The Martens Clause can also be invoked in order to introduce the administrative law approach into IHL. The Martens Clause, as introduced in the 1899 and 1907 Hague Conventions, and reiterated in Additional Protocol I, famously recognizes the ‘laws of humanity’ and the dictates of public conscience as residual gap fillers when positive IHL seems silent.\textsuperscript{113} Indeed, relying on this clause, some deontological arguments claim that AWS inherently contradict the principle of humanity and therefore must be banned.\textsuperscript{114} While the Martens Clause is undoubtedly significant, basing an objection to AWS strictly on principles of humanity or public conscience is problematic because it begs the question of what is the nature of the relations between those deploying AWS and individuals on the ‘other side.’ In other words, simply invoking the Martens Clause without further elaboration seems to overstretch it.\textsuperscript{115} But informed by the trusteeship approach, this gap can be bridged to add support and content to the reliance on the Martens Clause as an additional ground for the administrative perception.

**B. Autonomous Weapons and the Problem of Pre-bound Discretion**

As noted above, positive IHL requires belligerents to take ‘constant care’ to spare civilians.\textsuperscript{116} ‘Constant care’ is an admittedly vague standard, and as such open to various interpretations, lenient as well as constraining. Precisely here, the

\textsuperscript{112} For a related argument see M. Koskenniemi, ‘The Future of Statehood’, *Harvard International Law Journal*, 32 (1991), 397–410, 399 (1991). Indeed, the claim that discretion is a *precondition* for the fulfillment human rights could preempt, for instance, the validity of a treaty which would formulate mandatory algorithms for autonomous weapons.


\textsuperscript{114} Human Rights Watch, ‘Losing Humanity’, 35–36.

\textsuperscript{115} See Meron, ‘The Martens Clause’, (‘... the Martens clause does not allow one to build castles of sand. Except in extreme cases, its references to principles of humanity and dictates of public conscience cannot, alone, delegitimize weapons and methods of war, especially in contested cases’); see also Schmitt and Thurnher, ‘Out of the Loop’, 275–276; for a discussion see also T. D. Evans, ‘Note: At War With Robots: Autonomous Weapons Systems and the Martens Clause’, *Hofstra Law Review*, 41 (2013), 697–733.

\textsuperscript{116} API, Art. 57(1).
administrative law perception can guide us, as it allows us to understand properly this notion as a requirement to exercise continuous discretion when conducting hostilities.\textsuperscript{117}

The obligation to exercised discretion imposes upon the administrative authority the duty to consider, within the confines of its legal authority, each decision to exercise power in light of the specific goals of the norm that the executive is bound to promote, including the relevant rights and interests affected in the case at hand. This obligation calls for a duty to constantly exercise discretion. Of course, this duty implies a prohibition – and indeed the invalidity – on fettering one’s discretion. The authorizing agency must be willing to listen to ‘anyone with something new to say’ and to alter or waive its policies in appropriate cases.\textsuperscript{118} The very idea of delegating decision-making authority to actors is to have them exercise their discretion in individual cases given the specific circumstances of each case. If there was no need to pay attention to the specific circumstances and to allow for fresh thinking, the superior organ could have made the decision itself. While some pre-commitment by administrative agencies is indeed a legitimate tool to promote transparency and equal treatment, it seeks to stipulate the boundaries of discretion, not to negate it altogether; moreover, pre-commitment must be of such nature that be altered in real-time if circumstances require.\textsuperscript{119}

Indeed, the fundamental requirement that discretion cannot be fettered is also reflected in general doctrines of international law, through the concept of ‘reasonableness’ (or in IHL language, of ‘feasibility’).\textsuperscript{120} The mere idea of reasonableness must require leaving open the possibility to make adjustments in one’s policies, through the exercise of discretion. For instance, the international law of non-navigational use of watercourses requires upstream states to make ‘equitable and reasonable’ use of trans-boundary water sources.\textsuperscript{121} It seems

\textsuperscript{118} See British Oxygen v. Minister of Technology, [1971] AC 610, HL (UK).
obvious that a state’s attempt to predetermine what would be ‘reasonable’ use in all circumstances, and to act upon such criteria without reviewing them according to changing circumstances, will be a clear violation of the reasonableness principle. If there could be a clear a-priori definition of what is to be considered ‘reasonable’, the parties would have agreed on it in advance.

There are two key rationales for the obligation not to fetter one’s discretion. The first emanates from the rights of the affected individual. The executive is bound to give ‘due respect’ to individuals, by considering the effects of a specific act on individuals, in light of prevailing circumstances. This is an essential characteristic of the trust relations which form the basis of administrative power, one which is especially significant in the context of hazardous activities, such as warfare.

The second justification for the duty to exercise discretion has to do with decision-making quality: we assume that in the long run, ‘good’ executive decisions cannot be taken, in a complex world, without making constant adjustments. These adjustments, which require constant discretion, are necessary due to epistemological human limitations, which Hart identified as comprising ‘relative ignorance of fact’ and ‘relative indeterminancy of aim.’ These ‘handicaps’ limit any attempt to regulate decision-making in advance.

During hostilities, the duty to exercise discretion requires the active, ongoing intention not to inflict harm on civilians. The components of this duty require the military commander to exercise discretion both when planning the attack, and, importantly, during attacks, up to the last moment before pulling the trigger. Naturally, the last requirement applies primarily to ‘those
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executing’ the attack.\textsuperscript{131} In our context, in an out-of-the-loop scenario, the duty to exercise discretion ‘in the last moment’ would have to be performed by the AWS.

This outcome is problematic when taking into account proper administrative discretion. AWS, as aforementioned, are only capable of exercising technical autonomy; they cannot engage in the metacognition required in order to exercise ‘true’ discretion in real-time. Therefore, their use reflects a case where executive discretion is stringently bound in advance – through the pre-programmed algorithms that govern their ‘behaviour’. The deployment of AWS thus runs counter to the two rationales justifying the prohibition on fettering one’s administrative discretion – respect for the individual and decision-making quality. First, pre-binding targeting decisions, for instance, clearly contradicts the notion of ‘due respect’ for the individual, since the potentially harmed individual is not considered at all in real-time, but is rather ‘factored’ in pre-determined processes. Second, AWS cannot be reconciled with the inherent need to make constant adjustments in a complex world, considering the epistemological limitations mentioned above. Indeed, if the legislator could not have promulgated an order to shoot in advance, if state parties could not have agreed in advance whether a certain military act was lawful or not, how could a military commander, at any level, fetter her discretion or of anyone else under her command?\textsuperscript{132}

In this context, it is important to reiterate that the duty to exercise discretion is concerned with long-term decision-making quality. Accordingly, it should not be judged in light of isolated results: while this or that pre-determined decision can bring about good results, any administrative system based on rigid


\textsuperscript{132} A question related to the limitation on fettering discretion concerns delegation of authority. In general, administrative legal doctrines differentiate between ‘lean’ delegation of technical powers on the one hand, and delegation of discretionary power on the other. The latter, naturally, is placed under stricter scrutiny. See, e.g., J. Freeman, ‘Private Parties, Public Functions and the New Administrative Law’, \textit{Administrative Law Review}, 52 (2000) 813–858, 823 (noting the difference between delegation of ‘management’ and delegation of ‘rule-making’ authority). The use of semi-AWS – for instance, those that ‘lock’ on targets and track them – could reflect the former type of delegation. Fully autonomous ones, conversely, are reminiscent of the latter. The use of such weapons is, perhaps, a form of ‘double’ delegation: first, by delegating to programmers the power to design the weapon’s ‘discretion,’ it reflects a delegation of rule-making power; and then, by delegating the power to make battlefield decisions to a non-human, it reflects a delegation of powers to make individual decisions. Compare Keats Citron, ‘Technological Due Process’, 1253 (noting that computer programs ‘seamlessly combine rulemaking and individual adjudications without the critical procedural protections owed [in] either of them.’).
rules, taken as a whole, is likely to diminish the overall quality of decision-making, or worse – can potentially bring about catastrophic results. The latter problem can be easily demonstrated in the context of autonomous targeting. For instance, while a human administrator (or commander) is prone to make an occasional ‘wrong’ decision, her decision is unique and affects the specific case at hand. Even if she is in the higher organizational (or command) echelons, her decision can still (at least in theory) be corrected by judgment exercised by subordinates. Arguably, the diversity of human discretion is mutually correcting, ultimately leading to reasonable overall results. Conversely, decisions based on ‘wrong’ algorithms, or, for that matter, on any pre-determined rigid rule, will be repeated by all systems in which they are embedded, to potential catastrophic effects. While it is relevant to ask whether the life-saving potential of ‘good’ AWS is not sufficient to outweigh such concerns, one should not lose sight of the catastrophic potentials of a systemic mistake.

In a sense, computerized pre-commitment constitutes a significant shift in the ‘vertical landscape’ of discretion. If IHL requires common sense throughout the command chain – from the general all the way down to the private, the so-called ‘discretion’ embedded in AWS would probably represent mainly the pre-programmed perceptions of higher echelons. As such, it will negate field decision-making which is not only a legal requirement under IHL, but can also be carried out better. Naturally, the importance of on the field decision-making (sometimes referred to as ‘street-level’ decision-making) increases in intensively ‘discretionary’ environments, which involve complex decision-making under uncertainty. Most modern armed conflicts clearly constitute such environments.

135 Ibid. 1262–1263
A major pitfall in the instrumentalist arguments that defend AWS can be found precisely regarding the problem of discretion. In order to reassure us that a human still remains ‘in the loop’ – meaning, that discretion is indeed exercised – some instrumentalists claim that the only salience of AWS is that human discretion takes place on a different *temporal* level. As they argue, human discretion is embedded into the system through the human discretion of the programmers. As phrased by Schmitt and Thurnher, ‘in an attack involving autonomous weapon systems … targeting decisions remain subjective and continue to be made by humans. What may differ *is the phase in the targeting process when the subjective determinations occur.*’\(^{137}\) As Sharkey critically describes this process, it is ‘like writing a knitting pattern or recipe.’\(^{138}\) To put it in our terms, what Schmitt and Thurnher suggest (and Sharkey criticizes) is the binding of discretion *ex ante*. However, this is precisely what makes AWS problematic, when analyzed through the lens of proper administrative action.

Granted, Schmitt and Thurnher reassure us that the ‘decisive juncture’ of human discretion is found at the point where the decision is made to deploy the weapon in specific circumstances.\(^{139}\) However, this reassurance is not entirely convincing, for two reasons. *First*, it relies on the contestable assumption that commanders would be able to foresee how weapons would ‘act,’ at least in a manner sufficient to amount to the taking of ‘constant care’ to spare civilians. Here lies a paradox: for the weapon’s action to be predictable, it must be built to follow simple, rigid rules, which seems to mean that it would not be capable to perform IHL’s complex standards to begin with. However, if it is unpredictable – meaning, that it attempts to apply complex standards in a changing environment – then deploying it *per se* violates the duty to take *constant* care. Moreover, since humans tend to attribute to computers ‘far more intelligence than they actually possess,’ and are therefore unlikely to ‘override’ their decisions,\(^{140}\) it is possible to envision a phenomenon of ‘reliance-creep,’ where the duty to take constant care will be ‘delegated’ more and more to the computer’s pre-programmed discretion.

\(^{138}\) Sharkey, ‘Evitability’, 789.
In this context, it is also unclear to what extent allowing autonomous systems to select and ‘recommend’ human targets would alleviate the problem of discretion, considering the ‘automation bias’ that may occur when human beings assess computerized recommendations.  

Second, even under Schmitt and Thurnher’s approach, the fact remains that the last decision to use force will be made by the weapon, upon pre-bound discretion. Indeed, Schmitt and Thurnher suggest that systems would include methods of ‘adjustment,’ allowing commanders to ‘dial up and down’ values in order to accommodate specific circumstances. If these adjustments can be made during all stages of the attacks, including up to the last minute – this might indeed solve the problem of pre-bound discretion. But then, it would be fair to ask whether such weapons can be considered autonomous to begin with.

In sum, the reading of relevant legal norms in light of administrative law notions, and specifically the duty to take constant care and thereby exercise discretion, results in the conclusion that technically autonomous weapon systems cannot be allowed to make final targeting decisions.

C. Subjecting Warfare to Administrative Law Standards and the Problem of Pre-Bound Discretion: Possible Challenges

Indeed, the administrative law approach at large, as well as our emphasis on the problem of pre-bound discretion, can raise some challenges or objections. However, as we briefly demonstrate, they are not sufficient to negate either of these ideas.

One objection to the idea of residual ‘administrative’ constraints could be that during armed conflict, IHL constitutes the lex specialis, replacing, as such, ‘peace time’ notions of administrative law. This argument, essentially, mirrors the same debate regarding the application of international human rights law during armed conflict. In this context, we subscribe to the widely accepted view that
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even if specific IHL norms can serve as *lex specialis* in certain circumstances and thus override obligations from other areas of law, IHL as such does not replace other normative systems as a whole; rather, there is significant space for complementarity between norms belonging to different systems or for interpreting IHL to include basic notions of administrative law concerning the proper exercise of discretion.\textsuperscript{144} Thus, IHL and administrative law constraints can exist side by side. In this sense, it is interesting to note that administrative law is actually a more ‘convenient’ partner for dual-application with IHL than IHRL, *at least* in light of a conservative understanding of the latter. This is because much of administrative law is concerned with secondary norms of *process*: it chiefly aims to regulate the manner in which decisions are made,\textsuperscript{145} rather than to replace the legal system’s primary norms.\textsuperscript{146} Indeed, precisely because of its focus on process, the administrative approach allows us to discuss AWS critically beyond the usual instrumental-deontological circle: it departs from the act-utilitarianism espoused by some proponents of AWS, since it can serve to constrain specific actions even if their immediate *results* seems just (or legal); but it is also not deontological since it is minded towards achieving long-term results in terms of the quality of decision-making.\textsuperscript{147}

\textit{Armed Activities on the Territory of the Congo (DRC v. Uganda), Judgment of December 19 2008, ICJ, ¶215.}


\textsuperscript{145} See Kingsbury et al, ‘The Emergence of Global Administrative Law’, 15 (defining global administrative law as ‘as comprising the mechanisms, principles, practices, and supporting social understandings that promote or otherwise affect the accountability of global administrative bodies, in particular by ensuring they meet adequate standards of transparency, participation, reasoned decision, and legality, and by providing effective review of the rules and decisions they make.’); see also ibid., 29.

\textsuperscript{146} Perhaps this is why the Supreme Court of Israel found no special problem to rule that principles of Israeli administrative law apply extraterritorially to military action in the West Bank, while being far more reluctant to concede that IHRL applies to such operations. For the historical reluctance to apply IHRL in the occupied territories see O. Ben-Naftali and Y. Shany, ‘(2008), \textit{Israel Law Review}, 37 (2004), 17–118 For application of administrative standards of proportionality in targeting by the Israeli Supreme Court see, e.g., HCJ 769/02, \textit{The Public Committee against Torture in Israel v. The Government of Israel}, 62 (1) PD 507, ¶ 40 [2006] (Isr.)

\textsuperscript{147} It could be argued that our approach is one of rule-consequentialism: it looks at the consequences promoted by a decision making process guided by certain rules. See B. Hooker,
Challenges can also be presented to our claim that AWS present a special problem of pre-bound discretion. One possible objection could be that regular, ‘dumb’ weapons, such as artillery rounds or rockets, also reflect pre-bound discretion: indeed, once fired – upon the discretion of the shooter – there is no turning back. However, we reject this *ad absurdum* argument on two counts. *First*, the time gap between the exercise of human discretion and the weapons’ impact, in the case of regular kinetic weapons, is usually negligible. Any change of circumstances between the last human decision and impact, such that would require re-engaging of discretion is unlikely (although not entirely impossible). This is not the case when deploying AWS, which by nature are expected to act in a relatively prolonged manner.⁴⁴⁸ *Second*, a ‘dumb’ weapon does not presume to execute complex legal standards itself, but rather follows simple physical rules. To begin with, these weapons do not attempt to make distinction or proportionality decisions. The dumbness of the artillery shell must be taken into account by its launcher, who is also responsible for the potentially unlawful outcomes. In contrast, the sophistication of the AWS nullifies its launcher’s *opportunity* to exercise discretion.

A related claim could be that nonetheless, the essence of military discipline is that human soldiers, too, do not exercise discretion, but rather follow orders. As such, the argument goes, even today, warfare assumes fettering the discretion of soldiers through their subjection to superiors. However, military thinkers have long been aware that in practice, soldiers do exercise discretion, for better or for worse, even when receiving clear orders.⁴⁴⁹ Normatively, it is clear that international law requires discretion even from the lowest-ranked soldier, *inter alia* through the negation of ‘superior orders’ defense in certain circumstances.⁴⁵⁰

---

D. Diagonal Obligations towards Combatants, Pre-Bound Discretion and the Shrinking Window of Surrender

As we have demonstrated, the administrative law perception of warfare spawns diagonal obligations towards the adversary’s civilians. Do comparable obligations exist in relation to enemy combatants? In this context, traditional laws of war set forth down a bright-line rule: combatants, as well as civilians that directly participate in hostilities could be attacked and killed, with no need to assess their individual threat: the ‘necessity’ of their targeting was presumed, unless they were hors de combat: meaning, they have surrendered, been captured or injured.\(^{151}\) In accordance with the bright-line rule, the laws of war as traditionally understood do not require attackers to grant enemy combatants the chance to surrender prior to staging the attack: as opposed to law enforcement actions, under the hostilities paradigm, the assumption is that enemy troops represent a threat, and thus it is presumed that they have not surrendered, absent a clear expression to that effect.\(^{152}\) Indeed, this remains the prevailing view.

However, recent years have seen an increasingly vibrant debate, challenging the enduring validity of this bright-line rule. Generally, the debate has ‘migrated’ from the question of targeted killings, and specifically the duty to arrest, if possible, civilians directly participating in hostilities,\(^{153}\) to encompass also the rights of soldiers in international armed conflicts – whether through a reinterpretation of the concept of military necessity\(^{154}\) or by an expansive understanding of the notion of hors de combat.\(^{155}\) Whatever the basis for putative

---


\(^{154}\) See e.g. Blum, ‘Dispensible Lives’.

obligations to prefer capture, under some circumstances, of enemy combatants, it seems that their underlying assumption is that there are diagonal obligations between a state and enemy combatants qua individuals; and that such obligations might extend to scenarios beyond traditional scenarios of hors de combat (such as incapacitation or capture). Although these obligations have not yet crystalized as widely accepted lex lata – and additionally, it is clear that even if only from practical reasons, they are much weaker than obligations a state might owe to the enemy’s civilians\textsuperscript{156} – the discourse that requires that state parties consider the individuality of enemy combatants opens the door for administrative law reasoning also in this context, at least as lex ferenda.

This would mean that the problem of AWS and pre-bound discretion can arise also when civilians are not at all endangered by their deployment. This realization allows us to assess the compelling argument presented by Schmitt and Thurnher, that even if AWS should not be deployed where civilians are put at risk, this in itself should not result in their total ban. As they argue, this is because just like concerning any other weapon, the valid question, when considering the legal banning of AWS, is whether their deployment would be illegal in all circumstances. As Schmitt and Thurnher point out, deploying AWS in battlefield scenarios where only combatants are present, cannot be per se unlawful.\textsuperscript{157} However, as the debate on kill or capture demonstrates, it seems that targeting combatants, too, might require some discretion.

Diagonal state-combatant obligations might have implication in other contexts, beyond the problem of discretion. For instance, they can urge us to reconsider the seemingly well-established notion of ‘surrender’ – as consisting not only of a duty to afford quarter once a combatant has clearly surrendered, but, perhaps, also as an obligation to leave open or at least not excessively narrow the option to surrender. An illuminating analogy through which we can understand better this obligation is through the idea that those affected by administrative

\textsuperscript{156}See, e.g., J. McMahan, ‘Gaza: Is Israel Fighting A Just War in Gaza’, \textit{Prospect} (5 August, 2014), http://www.prospectmagazine.co.uk/philosophy/gaza-is-israel-and-hamass-conflict-a-just-war (arguing that at large, obligations towards civilians are more demanding than obligations towards soldiers).  
decisions must be given the opportunity to be heard. Of course, translating the right to be heard to the battlefield is not straightforward: it cannot be understood in the exact manner as the same obligation during peace. However, some parallels can still be made. For instance, the well-established prohibition on ordering that no quarter will be given is essentially a duty to leave open – at least passively – the option of surrender, when clearly expressed. The option of surrender is thus akin to an open window for a primitive type of hearing: the surrendering combatant is letting the other side know that she has chosen her right to life over her right to participate in hostilities, and therefore there are no longer grounds to exercise executive power against her.

Taking into account the objectives of IHL, it is safe to assume that increasing opportunities to surrender is a desired social good. This is so not only due to the individual human rights of troops, but also because maximizing the option to surrender minimizes the adversary’s motivation to ‘fight to the last drop.’ The question thus arises whether AWS widen or narrow the window in which surrender is feasible. Importantly, this dilemma arises not only when AWS are deployed in the vicinity of civilians, but also in scenarios where civilians are not at all present.

It goes without saying that surrender is not always viable: it requires some physical proximity, and awareness of the enemy’s presence. Thus, the obligation to allow surrender can by no means be an absolute positive duty under IHL – as such a demand will virtually replace the doctrine of targeting under the hostilities paradigm, with the use of force continuum entrenched in IHRL. However, bearing in mind the human rights of combatants, it is still worthwhile to consider the effect of technological advancements on the feasibility of the option to surrender. These have not been entirely linear. Interestingly, for centuries, the battlefield scenarios in which surrender remained a viable possibility have decreased in line with the development of technology. For instance, it was nearly always possible to surrender in a swordfight; it became harder to do so when fire
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158 Benvenisti, ‘Sovereigns as Trustees’, 318.
159 Henckaerts and Doswald Beck, Customary IHL, Rule 46, pp. 161 –163 (detailing the development of the principle).
160 See API, Art. 43(2).
powder was introduced; and virtually impossible in the era of ballistic weapons and air warfare, at least in most circumstances.\textsuperscript{162} However, at least in some situations, the advent of smart technology can potentially reverse this trend, since weapons (and delivery platforms) can be controlled almost until final impact.\textsuperscript{163}

Assuming that AWS would be deployed as replacement for ground forces, the question arises whether they will increase or decrease surrender opportunities. Indeed, when a human is in control of the final decision to pull the trigger, there is a minimal time gap between discharging the weapon and impact: during this gap, of course, surrender is impossible. However, in the time gap between such decisions, there is (in theory) ample opportunity to surrender – even during the assault stage. Conversely, AWS – at least as currently envisioned – might narrow the ‘surrender window’ available to the adversary.\textsuperscript{164} ‘Swarm technology’ is a prime example. In swarm attacks, large numbers of small, autonomous systems will engage the enemy, rapidly overwhelming it.\textsuperscript{165} For example, as recently revealed by Lt. Gen. Benny Gantz, Israel’s Chief of General Staff, the IDF aims to deploy, in the future, ‘swarms of autonomous vehicles, robots and drones, at sea and maybe even land, interconnected, relying on micro and nano-technology.’\textsuperscript{166} Thus, if more and more maneuvers will be conducted through swarm attacks, it seems that the surrender window will be narrowed.

Indeed, as aforementioned, the shrinking sphere of surrender is a constant corollary of technological developments. Nonetheless, the novelty of AWS, in this context, lies in a combination of three considerations: first, in contrast, say, to ballistic missiles (and perhaps a bit like landmines) AWS create a wider temporal


\textsuperscript{164} Of course, it is theoretically possible that technology be developed that does not narrow the window of surrender. However, we find this unlikely, since one of the key interests behind states’ development of such weapons has to do with their quickness. In other words, narrowing the enemy’s options on the temporal level is one of the key rationales for their development to begin with. See Krishnan, ‘Killer Robots’, pp. 40–41. Furthermore, even if autonomous weapons be somehow designed as to not narrow the window of surrender, we will still run into the problem of pre-bound discretion.

\textsuperscript{165} Schmitt and Thurnher, ‘Out of the Loop,’ 240.

\textsuperscript{166} Address at BESA Center (9 October, 2013), http://besacenter.org/new-at-the-besa-center/idf-chief-staff-benny-gantz-speaks-besa-center/.
gap between deployment and use of lethal force, the same gap in which surrender is theoretically possible. Thus, they might further reduce the temporal window for surrender. Second, the lightning-quickness of such weapons, when engaging, will not only challenge human supervision, but will also all but incapacitate the adversary’s possibility to submit. Third, AWS represent a technological leap. An administrative law perception of warfare implies that increased power spaws increased obligations. For instance, a state that possesses such advanced systems can be expected, by virtue of its power, at least not to further reduce the sphere of possible surrender, when technology (such as the availability of semi-autonomous weapons) allows otherwise.

CONCLUSION

The debate on AWS will surely intensify in the near future, in line with the advancement in technology. This Chapter sought to demonstrate that an analysis of the deployment of such weapons through the prism of administrative law might advance our understanding of the main challenges posed by such weapons. When looking at modern warfare as an executive action, notions of administrative law require that it would be conducted while exercising constant discretion. As we have demonstrated, AWS, at least when understood as technically autonomous, cannot exercise such discretion in the ‘true’ sense.

While the former is definitely true in cases where civilians might be at risk from such weapons, we have also advanced a preliminary argument regarding the deployment of AWS against combatants. As we claim, in line with the increasing calls to reconsider the traditional understanding of military necessity in relation to targeting combatants, the problem of discretion can arise also in this context. Furthermore, AWS might also narrow the window of surrender, which we identify as a problematic outcome, at least in terms of de lege ferenda.